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Resumo: Este artigo analisa a disputa geopolitica pela hegemonia na inteligéncia
artificial (IA) como uma infraestrutura de poder que reconfigura dinamicas globais de
soberania, producdo de conhecimento e subjetividade. Partindo de uma abordagem
critica, examina os modelos sociotécnicos em disputa — o capitalismo de vigilancia
estadunidense e a governanga algoritmica estatal chinesa — e seus impactos
assimétricos no Sul Global. Metodologicamente, articula a economia politica da
comunicacao, estudos decoloniais e sociologia da tecnologia para revelar como a IA
opera como mecanismo de colonialidade digital, extrativismo de dados e dominacao
epistémica. Os resultados demonstram que, embora os modelos de China e EUA
difiram institucionalmente, ambos reproduzem légicas coloniais, relegando o Sul
Global a posicao de fornecedor de dados, consumidor de tecnologias e territorio de
experimentacdo. Conclui-se que a IA é ndo apenas uma ferramenta tecnolégica, mas
um projeto civilizatério em disputa, cujos rumos exigem a inclusao de epistemologias
periféricas e contra-regulagdes insurgentes.
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Abstract: This article examines the geopolitical struggle for hegemony in artificial
intelligence (Al) as a power infrastructure that reshapes global dynamics of sovereignty,
knowledge production, and subjectivity. Grounded in a critical framework, it analyzes
the competing sociotechnical models — U.S. surveillance capitalism and China'’s state-
led algorithmic governance — and their asymmetric impacts on the Global South.
Methodologically, it integrates political economy of communication, decolonial
studies, and sociology of technology to reveal how Al operates as a mechanism of
digital coloniality, data extractivism, and epistemic domination. Findings indicate that
despite institutional differences, both models reproduce colonial logics, positioning the
Global South as a data supplier, technology consumer, and experimental territory. The
study concludes that Al is not merely a technological tool but a contested civilizational
project, requiring the inclusion of peripheral epistemologies and insurgent counter-
regulations.

Keywords: geopolitics; digital coloniality; global south; surveillance capitalism.

Resumen: Este articulo analiza la disputa geopolitica por la hegemonia en inteligencia
artificial (IA) como una infraestructura de poder que reconfigura dindmicas globales de
soberania, produccion de conocimiento y subjetividad. Desde un enfoque critico,
examina los modelos sociotécnicos en pugna — el capitalismo de vigilancia
estadounidense y la gobernanza algoritmica estatal china —y sus impactos asimétricos
en el Sur Global. Metodoldgicamente, articula economia politica de la comunicacién,
estudios decoloniales y sociologia de la tecnologia para revelar como la IA opera como
mecanismo de colonialidad digital, extractivismo de datos y dominacién epistémica.
Los resultados demuestran que, pese a diferencias institucionales, ambos modelos
reproducen logicas coloniales, relegando al Sur Global a la posicidon de proveedor de
datos, consumidor de tecnologias y territorio de experimentacion. Se concluye que la
IA no es solo una herramienta tecnoldgica, sino un proyecto civilizatorio en disputa,
cuyos rumbos exigen la inclusién de epistemologias periféricas y contra-regulaciones
insurgentes.

Palabras clave: geopolitica; colonialidad digital; sur global; capitalismo de vigilancia.
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1 INTRODUCAO

A inteligéncia artificial (IA) emerge, no século XXI, como uma das tecnologias
mais estratégicas para a organizagdo da vida social, econOmica, politica e
comunicacional em escala planetaria. A rapida expansao dos sistemas algoritmicos —
de assistentes virtuais e reconhecimento facial a IA generativa e a modulagao preditiva
de condutas — revela um processo de reconfiguragao estrutural das formas de poder,
governanca e subjetividade, cujos impactos extrapolam a esfera técnica. Ao mesmo
tempo, a crescente dependéncia de plataformas digitais e infraestruturas de dados
evidencia um deslocamento paradigmatico: a centralidade da IA nao reside apenas na
inovagdo tecnoldgica, mas na consolidagdo de um regime epistémico, normativo e
geopolitico que redefine os contornos da soberania, da cidadania e do préprio humano
(Zuboff, 2019; Crawford, 2021; Kwet, 2023).

Neste cenario, a IA torna-se o eixo de uma nova gramatica do poder global,
articulando infraestrutura fisica, logica algoritmica e produgdo simbdlica em uma
ecologia tecnopolitica de escala planetaria (Bratton, 2016). Seus impactos afetam
diretamente as formas de ver, dizer e saber, mediadas por plataformas que ndo apenas
distribuem contelddo, mas operam como regimes de mediacdo, censura e
performatividade (Gillespie, 2018; Klonick, 2018). A disputa contemporanea em torno
da IA materializa-se, portanto, como uma guerra fria digital entre Estados Unidos e
China, cuja arena extrapola o campo econémico ou militar e se inscreve em uma
disputa civilizatéria pela definicdo dos padrdes técnicos, éticos e epistémicos da era
digital (Kissinger; Schmidt; Huttenlocher, 2021; Wang, 2023).

O objeto de analise deste artigo sdo as infraestruturas técnico-politicas da
inteligéncia artificial, examinadas como dispositivos geopoliticos e comunicacionais
que produzem assimetrias de poder, colonialidade epistémica e regimes de
subjetivacdo algoritmica. Partindo da concep¢do foucaultiana de poder como
relacional, disperso e produtivo (Foucault, 1979), a pesquisa entende a IA como um
dispositivo tecnossimbdlico que atua simultaneamente como meio de extracao,
controle e fabricacdo de subjetividades, moldando os regimes de visibilidade,
enunciacdo e reconhecimento na esfera publica digital (Rouvroy, 2016; Benjamin,
2019). Tal enfoque permite compreender a |A como arquitetura material e simbolica
que reorganiza as praticas sociais, as estruturas informacionais e as ontologias politicas
contemporaneas.

Ancorado em Foucault (1979), entendemos o poder como “uma rede produtiva
gue atravessa todo o corpo social”, operando por dispositivos técnicos e discursivos —
entre eles, a IA. Na era algoritmica, o poder ndao apenas disciplina corpos, mas os
constitui como perfis de dados, modulando o que é visivel, dizivel e calculavel
(Rouvroy, 2016). O saber, por sua vez, deixa de ser uma construcao humana direta para
tornar-se um produto de sistemas sociotécnicos que naturalizam certas “verdades”
(como pontuacbes de crédito ou recomendacbes de conteldo), enquanto a
subjetividade é performada por classificacbes automatizadas (Benjamin, 2019). Nesse
contexto, o saber ndo é concebido como reflexo da realidade, mas como construcao
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historica atravessada por interesses, técnicas e instituicGes que moldam regimes de
verdade (Foucault, 1984; Santos, 2000). A subjetividade, por sua vez, é aqui entendida
como o efeito de processos materiais e simbdlicos, configurados por infraestruturas
técnicas, praticas discursivas e modulagdes algoritmicas que operam como aparatos
de governo dos afetos, condutas e visibilidades (Rouvroy, 2016; Han, 2017; Benjamin,
2019). Na era da inteligéncia artificial, tais categorias ganham novas camadas, pois o
exercicio do poder e a producao de subjetividades passam a ser mediados por
arquiteturas digitais que nao apenas classificam e controlam, mas também performam
o sujeito enquanto dado e algoritmo. Assim, ao investigar a IA como infraestrutura de
colonialidade, este estudo compreende que o poder, o saber e a subjetividade séo
coextensivos aos regimes sociotécnicos que os sustentam e disputam.

A fundamentacdo tedrica articula contribuicdes da economia politica da
comunicagao, dos estudos criticos da colonialidade digital, da sociologia da tecnologia
e das epistemologias decoloniais. Sdo mobilizados autores como Quijano (2000), que
identifica a colonialidade como a face persistente da modernidade capitalista;
Crawford (2021) e Zuboff (2019), que apontam o carater extrativista e invisivel das
infraestruturas algoritmicas; e Benjamin (2019), que denuncia os cddigos raciais
incorporados nos sistemas de IA. A analise também dialoga com estudos sobre
soberania digital (Kwet, 2023), governanca algoritmica (Klonick, 2018) e modulacao da
subjetividade (Butler, 1997; Han, 2017). A revisdo critica da literatura evidencia a
auséncia de abordagens comunicacionais densas sobre a IA como regime simbdlico
de poder, lacuna que este estudo busca preencher ao propor uma leitura interseccional
e critica dos regimes algoritmicos.

Empiricamente, a pesquisa recorre a documentos oficiais, legislagdes
internacionais, relatérios de organizagdes multilaterais (UNESCO, OCDE, Unido
Europeia), além de literatura cientifica e matérias de imprensa especializada. O recorte
temporal abrange o periodo de 2010 a 2025, com énfase nos marcos recentes como o
Al Act europeu, o Al Executive Order dos Estados Unidos e a Data Security Law da
China. Tais documentos ilustram as disputas regulatérias em torno da IA e revelam as
tensdes entre diferentes modelos sociotécnicos em disputa.

Esse estudo difere de abordagens anteriores que tratam a IA de forma
descontextualizada, tecnicista ou funcional. Ao propor uma analise ontopolitica da
inteligéncia artificial, o artigo desloca o foco da eficiéncia algoritmica para as condi¢des
estruturais que possibilitam e legitimam seus modos de operagdo. As criticas as
abordagens tradicionais revelam a urgéncia de se compreender a IA como uma
tecnologia situada, inscrita em cadeias de poder, regimes epistémicos e historias
coloniais. Essa transicao analitica permite reorientar o debate da mera regulagao
técnica para uma critica estrutural e comunicacional da governancga algoritmica.

Entre os principais desafios ético-politicos examinados estdo: (a) a soberania
informacional assimétrica, marcada pela dependéncia dos paises do Sul Global; (b) a
opacidade dos algoritmos na producao de classificagdes sociais que afetam direitos e
oportunidades; (c) os impactos ambientais e humanos das infraestruturas fisicas da IA;
e (d) a emergéncia de praticas de moderacdo de conteldo que silenciam
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epistemologias racializadas, indigenas e contra-hegemonicas (Moreton-Robinson,
2015; Ricaurte, 2022). Esses riscos nao sao colaterais, mas estruturantes do proprio
regime algoritmico, que funciona como operador de exclusao, vigilancia e reproducao
de hierarquias.

Do ponto de vista normativo, embora haja esforgos recentes para estabelecer
diretrizes éticas e regulatorias — como o Al Act europeu e as recomendagdes da
UNESCO (2021) —, persiste um déficit democratico na formulagdo dessas normas. As
principais iniciativas partem de poténcias do Norte Global e refletem epistemologias
juridicas excludentes, desconsiderando os saberes, interesses e direitos dos paises
periféricos. Como aponta Kwet (2023), a governanca global da IA ainda reproduz uma
l6gica colonial, consolidando uma soberania algoritmica sem participacao equitativa.

Diante desse cenario, o objetivo geral da pesquisa é compreender como a
inteligéncia artificial se constitui como infraestrutura material, simbdlica e politica da
nova ordem geopolitica, atuando simultaneamente como dispositivo de colonialidade,
extracao de valor e modulacao subjetiva. Busca-se analisar criticamente os modelos de
IA em disputa, seus impactos sobre o Sul Global e os regimes de producao de
subjetividades que emergem dessas arquiteturas.

As perguntas que orientam a investigacao sao: (a) como as infraestruturas da 1A
participam das disputas geopoliticas contemporaneas e reconfiguram a soberania
informacional? (b) quais sdo os efeitos epistémicos, politicos e subjetivos da
colonialidade algoritmica sobre os paises do Sul Global? (c) de que maneira
plataformas e algoritmos produzem regimes de visibilidade e exclusdo simbdlica? (d)
quais epistemologias e praticas insurgentes desafiam esses regimes e apontam para
alternativas éticas e decoloniais?

Justifica-se a presente pesquisa por seu carater inédito ao articular as dimensdes
comunicacional, epistémica e geopolitica da inteligéncia artificial, propondo uma
anadlise que vai além da critica funcionalista ou economicista da tecnologia. Ao
posicionar a IA como campo estratégico de disputa civilizatoria, o estudo contribui
para os debates contemporaneos sobre justica algoritmica, soberania digital, regulagdo
internacional e pluralismo epistémico. Politicamente, a pesquisa responde a urgéncia
de descolonizar os regimes tecnoldgicos que moldam o presente e o futuro da
humanidade, especialmente em contextos historicamente marcados pela exclusao
informacional e pela dependéncia tecnoldgica.

As hipoteses que orientam o trabalho sdo: (a) a IA opera como instrumento de
colonialidade epistémica, ao centralizar a definicdio dos regimes de verdade,
reconhecimento e normatividade nos polos hegemodnicos; (b) os modelos
sociotécnicos estadunidense e chinés, apesar de distintos, convergem na extragao de
dados e marginalizacdo do Sul Global; (c) as plataformas digitais operam como regimes
de soberania simbdlica, que moldam subjetividades e visibilidades a partir de lo6gicas
opacas e assimétricas; (d) epistemologias feministas, negras, indigenas e decoloniais
oferecem alternativas tecnopoliticas e ontologicas ao modelo dominante.

Os objetivos especificos incluem: (a) mapear as infraestruturas materiais e
simbolicas que sustentam a IA; (b) analisar os modelos de governanga algoritmica dos
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EUA, da China e da Unido Europeia; (c) identificar os mecanismos de exclusao
epistémica e de colonialidade dos dados operados pelas big techs; (d) examinar
praticas de resisténcia e contra-subjetivacao algoritmica articuladas no Sul Global; e (e)
propor diretrizes analiticas para uma governanca de IA mais democratica, plural e
situada.

Com base nesse percurso, o artigo propde-se a problematizar a IA ndo como
inovagdo neutra, mas como arena de disputa ontoldgica, politica e comunicacional —
um campo onde se decide nao apenas o controle de tecnologias, mas os futuros
possiveis da linguagem, da memoria, da subjetividade e da justica informacional.

Nesse contexto, o artigo parte de quatro perguntas centrais que orientam a
investigagdo critica. A primeira pergunta busca compreender como a inteligéncia
artificial, enquanto infraestrutura tecnopolitica, opera como dispositivo de poder
geopolitico e epistémico, afetando desigualmente os paises do Sul Global. A segunda
questiona de que maneira os modelos sociotécnicos estadunidense (privado,
financeirizado) e chinés (estatal, centralizado) promovem diferentes regimes de
controle, mas convergem na logica colonial da extracdo de dados e da modulagéo de
condutas. A terceira pergunta investiga como os algoritmos e as plataformas digitais
atuam como curadores simbolicos da esfera publica, regulando regimes de visibilidade,
de escuta e de reconhecimento social a partir de I6gicas opacas e racializadas. Por fim,
a quarta pergunta indaga quais epistemologias insurgentes, praticas contra-
algoritmicas e tecnologias situadas tém emergido como formas de resisténcia ao
colonialismo de dados e a hegemonia informacional das big techs.

Essas perguntas, longe de apenas descreverem um fendémeno técnico,
tensionam os problemas comunicacionais, ontolégicos e civilizatérios da era
algoritmica. Elas articulam dimensdes empiricas (infraestruturas e legislacdes),
analiticas (modelos e disputas de poder) e criticas (resisténcias, alternativas e
possibilidades de justica informacional), possibilitando ndao apenas diagnosticar o
presente, mas apontar caminhos para futuros tecnopoliticos mais plurais, éticos e
decoloniais.

2 METODOLOGIA

Este artigo adota uma abordagem qualitativa, critica, tedrica e documental,
fundamentada nos referenciais da economia politica da comunicacado, da sociologia da
tecnologia, dos estudos criticos da colonialidade digital e das epistemologias
decoloniais. A pesquisa dialoga com o marco tedrico da colonialidade digital, partindo
da afirmacdo de Quijano (2000) de que a colonialidade é o lado oculto da
modernidade. Articulamos essa perspectiva aos estudos de comunicacdo, como
destacado por Crawford (2021): A IA é uma tecnologia de ordenamento do mundo,
mas também de producao de invisibilidades. Complementamos com Zuboff (2019),
para quem o capitalismo de vigilancia transforma a experiéncia humana em matéria-
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prima gratuita, e Benjamin (2019), que alerta para os novos cédigos de Jim Crow
embutidos em algoritmos.

As fontes de dados incluem artigos cientificos, livros, relatorios institucionais,
documentos oficiais, legislacbes e diretrizes internacionais, bem como matérias de
imprensa especializada e dados produzidos por organizagbes como a UNESCO, a
OCDE, a Uniao Europeia, além de Think Tanks e centros de pesquisa tecnoldgica. O
recorte temporal abrange o periodo de 2010 a 2025, com énfase nos marcos recentes
da disputa geopolitica pela IA, como o Al Act europeu (2023), o Al Executive Order dos
Estados Unidos (United States, 2023) e a Data Security Law da China (China, 2021).

A busca e selecao dos materiais foram realizadas com base em descritores como
“geopolitica da IA", “colonialidade algoritmica" (Moreton-Robinson?, 2015),
“governanca digital”, “data colonialismo"# (Couldry; Mejias, 2019), “IA e soberania”,
aplicados nas bases Scopus, Web of Science, Google Scholar, SciELO e Redalyc. Foram
considerados como critérios de inclusdo producdes tedricas, empiricas e analiticas
publicadas em periddicos de alto impacto, além de documentos oficiais e relatérios de
organizagdes internacionais diretamente vinculados ao tema. Os critérios de exclusao
envolveram textos com enfoque exclusivamente técnico ou operacional, que nao
dialogassem com a problematizagdo sociotécnica, epistémica ou geopolitica da IA.

O procedimento analitico adotado foi a andlise critica do discurso,
complementada por analise tematica orientada a identificacdo de categorias como
colonialidade dos dados, soberania informacional, guerra algoritmica, infraestrutura
digital e epistemicidio algoritmico. Essa estratégia metodoldgica busca revelar como a
disputa pela IA é atravessada por relagdes de poder, regimes de dominacao e projetos
civilizatérios concorrentes, permitindo mapear tanto os dispositivos de captura e
controle quanto as praticas insurgentes e os contra-regimes epistémicos emergentes.

3 RESULTADOS E DISCUSSAO

3.1 Infraestruturas da IA e a Nova Geopolitica dos Dados: Materialidade,
Tecnopolitica e Colonialidade na Guerra pela Inteligéncia Artificial

A ascensao da Inteligéncia Artificial redefine dinamicas de poder globais ao
articular dados, infraestruturas e governanca em um mesmo regime tecnopolitico. A
seguir, examina-se como essas infraestruturas operam enquanto territérios de disputa
geopolitica, onde se entrelacam colonialidade digital, soberania informacional e
assimetrias epistémicas.

3 Autora aborigene australiana, desenvolve o conceito de patriarcado branco possessor, analisando
como os regimes coloniais se mantém nas estruturas epistémicas e legais contemporaneas, inclusive
nas tecnologias digitais.

4 O conceito de data colonialism descreve a continuidade das praticas coloniais através da extragao
massiva de dados, reproduzindo rela¢des histéricas de dominacdo, exploragdo e subalternizacdo no
ambiente digital.
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3.1.1 Infraestruturas materiais e geopolitica da IA

Antes de avancar na analise geopolitica das infraestruturas da IA, é necessario
delimitar com rigor os conceitos operados ao longo do texto. Inteligéncia Artificial,
neste estudo, refere-se a sistemas computacionais baseados em aprendizado de
maquina e arquiteturas algoritmicas capazes de realizar tarefas que exigem predicao,
classificacdo, decisdo e adaptacdo autdbnoma, como modelagem generativa,
reconhecimento facial e automacao de decisGes publicas e privadas (Crawford, 2021;
Kwet, 2023).

Importa destacar que, neste estudo, a IA € compreendida ndo apenas como um
sistema técnico, mas como um dispositivo comunicacional e simbdlico, operado por
meio de infraestruturas digitais que produzem classificagdes, padrdes de visibilidade e
formas de governanca do sensivel. A |A nao funciona isoladamente: ela se articula a
plataformas digitais, fluxos de dados e regimes de mediagdo que estruturam o espaco
publico digital, organizando o que pode ser visto, dito e reconhecido como saber
legitimo (Gillespi, 2018; Klonick, 2018). Ao delimitar esse conceito, busca-se evitar a
fusdo indistinta entre IA, plataformas, ciéncia de dados e infraestrutura fisica,
reconhecendo seus entrelacamentos, mas também suas funcdes comunicacionais
especificas.

A ciéncia de dados, por sua vez, refere-se a técnicas estatisticas e
computacionais de analise e mineracao de grandes volumes de dados, muitas vezes
utilizadas como subsidio para treinar modelos de IA, mas que ndo se confundem com
sua estrutura operacional. Ja as infraestruturas fisicas — cabos, data centers, satélites,
semicondutores — configuram o substrato material da IA, cuja geopolitica ndo pode
ser dissociada de cadeias de suprimento, soberanias digitais e tecnopoliticas territoriais
(Bratton, 2016; Cowen, 2014). A distincao entre essas dimensdes é fundamental para
evitar sobreposi¢des analiticas e compreender os multiplos niveis em que a
colonialidade digital opera.

A analise geopolitica da inteligéncia artificial exige uma delimitagdo rigorosa de
seus componentes fundamentais e suas inter-relagdes. A Figura 1 sistematiza esses
conceitos-chave, destacando como as dimensdes técnicas, discursivas e materiais se
articulam para formar o ecossistema da |A. Essa distincdo é crucial para evitar
reducionismos e compreender as assimetrias de poder inerentes a colonialidade
digital.
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Figura 1 - Mapeamento Conceitual da Geopolitica da IA
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Fonte: Os autores. Adaptado de Crawford (2021), Kwet (2023), Gillespie (2018), Klonick (2018),
O’Neil (2016), Pasquale (2015), Starosielski (2015) e Hogan (2016).

A Inteligéncia Artificial, quando analisada em sua totalidade técnico-politica,
revela uma ecologia de desigualdades estruturais que atravessa os niveis algoritmico,
infraestrutural e geopolitico. O dominio ocidental sobre os fluxos de informacdo —
com 60% da capacidade global de cabos submarinos, concentrada em rotas
controladas por poténcias centrais (Telegeography [..], 2023) — materializa uma
soberania digital assimétrica que sustenta o poder computacional necessario ao
treinamento de modelos de IA, conforme discutido por Starosielski (2015) e Hogan
(2015). Esses recursos infraestruturais alimentam arquiteturas algoritmicas opacas
(Crawford, 2021), cujas aplicagdes — como o reconhecimento facial — perpetuam
discriminagdes raciais e de género, demonstrando que os dados, longe de neutros,
carregam as marcas das violéncias histéricas (Buolamwini; Gebru, 2018). Essa dimensao
epistémica se articula ao papel das plataformas digitais enquanto mediadoras da
experiéncia social, operando mecanismos de visibilidade seletiva e regulacdo simbélica
(Gillespie, 2018; Klonick, 2018). A ciéncia de dados, base de tais sistemas, naturaliza
técnicas estatisticas que obscurecem seus proprios vieses (O'Neil, 2016) e favorece
logicas extrativas sob o disfarce da eficiéncia (Pasquale, 2015). Nesse arranjo, como
sugerem Bratton (2016) e Cowen (2014), a IA ndo apenas reproduz, mas reconfigura a
geopolitica contemporanea como um regime planetario de controle, onde dados e
decisGes circulam sob o comando de arquiteturas corporativas e infraestruturas
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desigualmente distribuidas, relegando os paises periféricos a posi¢do de provedores
de recursos informacionais sem acesso a sua governanca.

3.1.2 Plataformas digitais, algoritmos e mediagdo comunicacional

No imaginario hegemonico sobre inteligéncia artificial (IA), prevalece a narrativa
da imaterialidade, sustentada por metaforas como "nuvem", ‘virtualidade" e
"inteligéncia etérea". Esse discurso nao é neutro: ele cumpre a funcao ideoldgica de
ocultar as infraestruturas materiais, os regimes de extragao e os dispositivos de poder
que tornam a IA possivel. Contra essa opacidade, Bratton (2016), ao propor o conceito
de The Stack’, evidencia que a IA ndo é uma entidade abstrata, mas uma arquitetura
planetaria, composta por camadas de infraestruturas fisicas, redes logisticas, sistemas
algoritmicos, dispositivos soberanos e plataformas que operam simultaneamente
como meios de comunicagao, controle e producao de subjetividades. Trata-se de uma
geopolitica computacional profundamente materializada.

Como destacam Gillespie (2018) e Starosielski (2015), as infraestruturas da IA —
cabos submarinos, data centers — sdo também dispositivos de mediacao simbdlica.
Seu controle define quem pode circular discursos, em que velocidade e com qual
visibilidade. O caso do TikTok (Haidt, 2025) exemplifica essa disputa: enquanto sua
versao chinesa (Douyin) prioriza conteddos educativos, o algoritmo direcionado ao Sul
Global promove ‘entretenimento futil' (Haidt, 2025), reforcando assimetrias
comunicacionais. Aqui, a geopolitica materializa-se na regulacao algoritmica da fala. O
recente bloqueio dos Estados Unidos contra a exportagcdo de chips avancados da
Nvidia, ASML e Intel para a China, anunciado em 2023, escancara essa l6gica®. Mais do
que uma restricdo comercial, trata-se de uma operacgao tecnopolitica que busca limitar
a capacidade chinesa de desenvolver modelos de IA de fronteira, mantendo, assim, a
supremacia tecnoldgica ocidental (CNN, 2023).

Essa dinamica opera a partir de um duplo extrativismo — material e
informacional. Crawford (2021) argumenta que a IA depende de uma ecologia
extrativista que combina a exploracao de minerais estratégicos, como litio, cobalto e
terras raras — cuja mineragao afeta desproporcionalmente territérios do Sul Global —
com a captura massiva de dados pessoais, comportamentais, espaciais e culturais. Aqui,
a |A ndo é apenas uma tecnologia; € uma maquina de extragdo planetaria. Essa
colonialidade da IA se conecta diretamente ao que Couldry e Mejias (2019) denominam
de data colonialism: uma continuidade das l6gicas coloniais classicas, agora operando
na esfera dos dados, na qual populaces periféricas sdao transformadas em fontes
inesgotaveis de matéria-prima informacional, sem controle, consentimento ou
redistribuicao de valor.

> Refere-se a uma cartografia tedrica das infraestruturas planetarias digitais, composta por seis camadas
interdependentes: Terra, Nuvem, Cidades, Enderecos, Interfaces e Usuarios.

6 Em outubro de 2023, os Estados Unidos anunciaram sangbes que restringem a exportacdo de chips
avancados para a China, afetando diretamente o desenvolvimento de IA chinesa. A medida integra a
estratégia de contencao tecnoldgica implementada desde o governo Trump e intensificada por Biden.
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Essa analise ndo € apenas tedrica. Ela se reflete diretamente nos fatos midiaticos
recentes que escalam a guerra fria tecnologica entre Estados Unidos e China. O cerco
contra a Huawei e o TikTok, banido em varios estados norte-americanos sob a
justificativa de riscos a seguranca nacional, ilustra como as plataformas ndo sao
neutras, mas instrumentos de disputa geopolitica. Nesse jogo, empresas como Google,
Meta, Microsoft (EUA) e Alibaba, Baidu e Huawei (China) operam como extensdes —
ou tensionamentos — das soberanias nacionais. Como destaca Zuboff (2019), essas
plataformas ndao apenas intermediam informagdes, mas governam ecossistemas
inteiros de sentido, subjetividade e circulagdo de dados, desempenhando fungdes
historicamente atribuidas ao Estado, como vigilancia, normatizacdo e controle
populacional.

A guerra pelas infraestruturas da IA também explicita os diferentes modelos
sociotécnicos em disputa. De um lado, os Estados Unidos operam um modelo de 1A
hegemonizado por grandes corporacdes privadas, ancorado no capitalismo de
vigilancia e na mercantilizacdo dos dados. De outro, a China avanca um modelo de IA
estatal, fortemente centralizado, que integra vigilancia algoritmica, crédito social e
controle social massivo, articulando tecnonacionalismo, soberania digital e expansao
geopolitica. Embora distintos, ambos os modelos compartilham uma légica extrativista
e colonial sobre os dados, ainda que com arranjos institucionais e ideoldgicos
diferenciados.

Do ponto de vista filosofico, esse embate reflete uma disputa ontoldgica sobre
a propria concepgao de espaco, soberania e subjetividade na era digital. Retomando
Santos (2000), o chamado "espago virtual" ndo é um nao-espago, mas uma extensao
material do espaco geografico, onde as relagdes sociais, politicas e econdmicas sdo
mediados por infraestruturas técnicas. Assim, as infraestruturas da IA sdo dispositivos
de producao de territorialidade — uma territorialidade algoritmica, invisivel, mas
profundamente concreta, que redefine fronteiras, regimes de visibilidade e zonas de
controle e exclusao.

Sociologicamente, essa nova cartografia do poder tecnoldgico reproduz, em
escala planetaria, os mecanismos de colonialidade descritos por Quijano (2000). O Sul
Global continua a ser fornecedor de matérias-primas, corpos-dados e mercados de
consumo, mas excluido dos processos de definicao ética, normativa e politica sobre o
desenvolvimento e uso da IA. Como observa Ricaurte (2022), essa colonialidade
algoritmica ndo € apenas econOmica, mas epistémica: sao epistemologias do Norte
Global — ou da China enquanto império digital emergente — que definem os critérios
de verdade, governanga, risco e valor na era da inteligéncia artificial.

A tensdao se agrava a medida que emergem iniciativas multilaterais e
contrarregras para frear esse processo. A aprovacao, em 2023, do Al Act pela Unido
Europeia, e os debates na UNESCO sobre diretrizes éticas para a IA, refletem tentativas
de criar marcos regulatorios que minimizem os riscos de uma IA desenhada por e para
interesses hegemonicos. Contudo, como alerta Kwet (2023), tais esfor¢os muitas vezes
reproduzem a mesma ldégica colonial, na medida em que sdo formulados sem a

Triade: comunicagdo, cultura e midia, Sorocaba, v. 14, n. 27, e026001, 2026 | 11



triade

Geograﬁas da ComunicagéO: comunicacho, cultura e midia
atualizagdes no mundo
contemporaneo

participagdo efetiva dos paises do Sul Global, mantendo as assimetrias no centro da
governanca algoritmica.

Em termos midiaticos, os episddios recentes envolvendo o avanco da IA
generativa, como o ChatGPT (OpenAl) e o Ernie Bot (Baidu), acentuam essa disputa. A
guerra de chips, o controle sobre redes 5G, as batalhas judiciais em torno do TikTok e
os acordos bilaterais sobre dados revelam que a IA nao é apenas uma tecnologia, mas
a infraestrutura central da geopolitica contemporanea, condicionando a economia, a
cultura, a democracia e a propria soberania informacional.

Portanto, o que esta em jogo na disputa pelas infraestruturas da |A ndo é apenas
a lideranca tecnoldégica, mas o controle sobre regimes de visibilidade, governanga
epistémica, economia dos dados e, em Ultima instancia, sobre os futuros possiveis da
humanidade. A materialidade da IA &, simultaneamente, uma arena de guerra, um
projeto civilizatorio e uma disputa ontoldgica sobre quem tem o direito de existir, ser
visivel, ter voz e construir sentido no mundo digitalizado.

3.2 1A como Arma Geopolitica — Soberania Informacional e Guerra Fria Digital

A Inteligéncia Artificial (IA) ndo é apenas uma tecnologia emergente, mas um
dispositivo central da nova gramatica do poder global. A disputa contemporanea entre
China e Estados Unidos transcende o campo econdmico e tecnoldgico, revelando-se
como uma guerra geopolitica pela definicdo dos padrdes técnicos, legais e epistémicos
que organizarao a circulacdao dos dados, dos saberes e das formas de governanca no
século XXI. Essa guerra &, simultaneamente, informacional, normativa e ontoldgica,
produzindo uma nova forma de colonialidade digital que se articula a historia longa
da modernidade capitalista (Kwet, 2023).

Kissinger, Schmidt e Huttenlocher (2021) afirmam que a IA ndo deve ser
compreendida como uma mera inovagao tecnoldgica, mas como uma transformacdo
estrutural das condicbes da prépria politica, da seguranca e da ordem internacional.
Para os autores, a IA introduz uma ruptura epistémica comparavel a invencao da
imprensa ou da energia nuclear, deslocando os fundamentos das doutrinas de
seguranca, dissuasao e soberania. A capacidade da IA de processar dados em escala
planetaria, antecipar comportamentos e otimizar decisGes em tempo real a torna uma
ferramenta estratégica tanto para a guerra convencional quanto para a guerra
informacional, econémica e psicologica.

Essa dinamica se expressa em fatos concretos da politica contemporanea. O
bloqueio imposto pelos Estados Unidos a exportacao de chips avancados da Nvidia,
ASML e Intel para a China, anunciado em 2023, ndo € uma acao isolada, mas parte de
uma estratégia ampla de contencéo tecnoldgica. Da mesma forma, as ofensivas contra
a Huawei e o TikTok, justificadas sob a alegacao de riscos a seguranga nacional, sdo
expressdes materiais da guerra fria digital, na qual a soberania informacional se torna
um ativo estratégico tdo ou mais relevante que a soberania territorial (Haidt, 2025).
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No centro dessa disputa estao as regulacdes extraterritoriais, que operam como
armas juridicas da geopolitica algoritmica. Bradford (2020) define esse fendmeno como
The Brussels Effect, isto é, a capacidade da Unido Europeia de exportar suas regulagdes
para além de suas fronteiras, estabelecendo padrdes globais de privacidade (GDPR) e,
mais recentemente, de IA (Al Act). No entanto, como alerta Kwet (2023), essas
regulacdes, embora apresentadas como avancos’ civilizatorios, também reproduzem
uma légica colonial, na medida em que sao desenhadas sem a participacao efetiva dos
paises do Sul Global, impondo epistemologias juridicas eurocéntricas sobre corpos,
dados e territorios periféricos.

Paralelamente, a China desenvolve um modelo de soberania digital altamente
centralizado, materializado na Data Security Law (China, 2021) e no sistema de crédito
social, que articula vigilancia algoritmica, controle social e expansao geopolitica digital.
Do lado americano, o Al Executive Order (2023) de Joe Biden busca ndo apenas regular
os riscos internos da |A, mas também impor controles sobre o desenvolvimento, a
exportacdo e a circulacdo de tecnologias criticas, configurando um regime de
governanca extraterritorial ancorado no paradigma da seguranca nacional.

Gillespie (2018) contribui para esse debate ao evidenciar que as plataformas
digitais ndo sao meras intermediarias tecnologicas, mas verdadeiros atores normativos,
que definem os regimes de visibilidade, os critérios de moderacao e as fronteiras da
esfera publica contemporanea. Na pratica, empresas como Google, Meta, Microsoft,
Alibaba e Baidu operam como soberanias informacionais, capazes de disputar com os
Estados a definicdo das normas, dos direitos e dos regimes de circulagdo dos dados.

Essa arquitetura de poder revela-se profundamente colonial. Como argumenta
Kwet (2023), a guerra fria digital ndo € apenas uma disputa entre impérios, mas uma
operacao sistematica de colonialidade digital sobre o Sul Global. Os paises periféricos
sao tratados simultaneamente como mercados consumidores de tecnologias
desenvolvidas no Norte e como fornecedores de dados, metadados e matéria-prima
informacional, sem acesso as estruturas de decisédo que definem os padrdes globais de
IA, governanga e ciberseguranca.

Sociologicamente, essa configuragdo expressa a reatualizacdo das dinamicas
centro-periferia sob uma nova légica tecnopolitica. A IA se converte, assim, em um
dispositivo de reproducao das assimetrias historicas do capitalismo global, no qual a
informagdo se torna a principal mercadoria e os dados, a nova matéria-prima da
colonialidade contemporanea. Ao mesmo tempo, filosofica e ontologicamente, essa
disputa redefine os proprios conceitos de soberania, espaco e subjetividade. A
soberania deixa de ser exclusivamente territorial e passa a ser também informacional,
epistémica e algoritmica; o espago torna-se uma configuracao hibrida de territorios
fisicos e infraestruturas digitais; e a subjetividade é, cada vez mais, produzida,
governada e modulada por arquiteturas algoritmicas invisiveis (Bratton, 2016).

7 O Brussels Effect descreve a capacidade da Unido Europeia de impor, de facto, seus regulamentos além
de suas fronteiras, moldando normas globais, especialmente em privacidade (GDPR) e regulagéo da IA.
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No campo das organiza¢cdes multilaterais, a Recommendation on the Ethics of
Artificial Intelligence (UNESCO, 2021) surge como uma tentativa de criar um marco
ético internacional para o desenvolvimento da IA. Contudo, a eficacia desse
instrumento € limitada, uma vez que ele se insere num cenario de assimetrias
estruturais, no qual as principais poténcias — China, Estados Unidos e, em menor grau,
Unido Europeia — instrumentalizam a governanca algoritmica como extensao de suas
estratégias de poder.

A atual disputa geopolitica pela |A, portanto, ndo pode ser compreendida
apenas como uma competicao tecnologica. Trata-se de uma luta civilizatoria, na qual
estdo em jogo a definicdo dos regimes de verdade, dos padrdes éticos, dos direitos
informacionais e das arquiteturas de governanca que moldardao ndo apenas o futuro
da economia digital, mas o proprio destino da humanidade na era da inteligéncia
artificial.

3.3 Modelos Sociotécnicos em Disputa — IA Estatal Chinesa vs. IA Corporativa
Americana

A disputa pela supremacia na inteligéncia artificial (IA) ndo é apenas uma
questdo tecnoldgica ou econdmica, mas sim uma luta epistémica, politica e civilizatéria
sobre qual modelo de sociedade, controle e subjetividade sera hegemonico na era dos
algoritmos. Enquanto os Estados Unidos consolidaram um modelo ancorado no
capitalismo de vigilancia, no qual as plataformas operam como megacorporag¢des
privadas orientadas pela logica do lucro e da exploragdo massiva de dados (Zuboff,
2019), a China avanca um paradigma centrado na soberania digital estatal, articulando
vigilancia algoritmica, controle social e tecnonacionalismo (Wang, 2023).

No modelo estadunidense, a IA é fundamentalmente estruturada como uma
infraestrutura corporativa, privada e financeirizada. Como alerta Zuboff (2019), o
capitalismo de vigilancia € uma nova ordem econdmica que reivindica a experiéncia
humana como matéria-prima gratuita para praticas comerciais ocultas de extragao,
predicdo e venda (Zuboff, 2019). Essa ldégica transforma dados pessoais,
comportamentais e emocionais em insumos para a predicao e manipulacdo de
condutas, convertendo vidas em fluxos de valor para mercados especulativos.
Sadowski (2020) complementa essa analise ao demonstrar como as smart cities,
vendidas como solu¢des para a eficiéncia urbana, sdo, na realidade, extensées do
complexo tecnocorporativo, promovendo vigilancia permanente sob a retorica da
inovacao.

Essa dinamica é visivel em episddios midiaticos recentes, como o escandalo do
Facebook—Cambridge Analytica (2018), que revelou como dados pessoais foram
utilizados para manipulacao eleitoral em diversas democracias. Mais recentemente, a
expansao da I|A generativa por empresas como OpenAl (Microsoft), Google
(DeepMind) e Meta tem levantado preocupacdes globais sobre o uso nao consentido
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de dados para treinamento de modelos, sem transparéncia, accountability ou
distribuicao justa dos beneficios (The Guardian [...], 2024).

Por outro lado, o modelo chinés desenvolve uma governanca algoritmica
profundamente entrelagada com o aparato estatal. A analise de Wang (2023), da
Human Rights Watch, revela como o ecossistema digital da China opera sob um regime
de vigilancia onipresente, onde tecnologias de reconhecimento facial, biometria e 1A
sao aplicadas em larga escala para monitoramento populacional e repressao de
minorias, como no caso documentado em Xinjiang. O sistema de crédito social,
implementado como instrumento de avaliagdo cidada, é uma manifestacdo concreta
de como a IA se converte em tecnologia de controle social e normatizacao do
comportamento (Wang, 2023).

Embora distintos na configuragdo institucional — IA privada, corporativa e
financeirizada nos EUA, versus IA estatal, centralizada e orientada a governanca
populacional na China —, ambos os modelos partilham uma matriz de colonialidade
algoritmica, extrativismo epistémico e opressdao sociotécnica. Benjamin (2019)
argumenta que as tecnologias sdo projetadas dentro de regimes histéricos de
opressao, carregando e reproduzindo hierarquias raciais, coloniais e econémicas. A 1A,
portanto, ndo apenas reflete, mas amplia estruturas de desigualdade, operando como
infraestrutura de reproducdo do racismo algoritmico, da vigilancia seletiva e da
marginalizacao digital.

Essa colonialidade ndo se limita as fronteiras nacionais de China e Estados
Unidos. Conforme observa Silveira (2021), o colonialismo de dados impde aos paises
do Sul Global uma condicdo estrutural de dependéncia tecnopolitica, na qual essas
nacoes sao simultaneamente fontes de dados, mercados consumidores e territérios de
teste para tecnologias de vigilancia e controle desenvolvidas no Norte Global. A
auséncia do Sul Global nas mesas de decisdo sobre governanca da IA néo é acidental,
mas parte de uma estratégia sistémica de exclusdo epistémica e econdmica.

Do ponto de vista filoséfico, essa disputa evidencia uma mutagdo nas categorias
classicas de soberania, liberdade e privacidade. A soberania, historicamente associada
ao controle territorial, desloca-se para a esfera da soberania informacional, na qual
quem controla os fluxos de dados, os regimes algoritmicos e as infraestruturas digitais
detém poder efetivo sobre populacSes, mercados e subjetividades (Bratton, 2016;
Klonick, 2018). Privacidade e liberdade, categorias centrais da modernidade liberal,
tornam-se ambiguas. No modelo americano, a privacidade é mercantilizada —
vendida, capturada e manipulada — enquanto no modelo chinés, ela é subordinada
ao ideal de seguranca estatal e harmonia social, justificada por uma narrativa coletivista
de estabilidade (Wang, 2023).

Esse cenario se agrava quando analisamos o papel das plataformas digitais
como regimes soberanos nao estatais. Como demonstra Klonick (2018), empresas
como Google, Meta, Alibaba, Baidu e Huawei operam fun¢des analogas as de Estados:
definem normas, aplicam sancdes (banimentos, censura, desmonetizagao), controlam
a circulacao de discursos e determinam regimes de visibilidade. Gillespie (2018) reforca
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que essas plataformas ndo sao neutras, mas custodians of the internet, cuja arquitetura
algoritmica molda o préprio tecido da esfera publica digital.

A crise epistémica global resultante dessa disputa sociotécnica ndo é apenas
uma tensao entre modelos politicos — democracia liberal versus autoritarismo digital
—, mas um embate ontoldgico sobre o que significa ser sujeito, cidadao e corpo no
século XXI. A 1A ndo apenas medeia relacdes sociais, mas torna-se produtora ativa de
subjetividades, identidades e hierarquias, reorganizando as fronteiras entre o publico
e o privado, o visivel e o invisivel, o permitido e o interditado.

Portanto, a disputa entre |A estatal chinesa e |A corporativa americana nado é
binaria nem dicotoémica. Trata-se de dois projetos hegemonicos, ambos assentados na
colonialidade dos dados, na financeirizacdo da vida e na governanca algoritmica da
existéncia. Suas diferencas estdo nos modos de operacionalizar o controle, a vigilancia
e a captura epistémica, mas convergem na reproducado de assimetrias globais que
posicionam o Sul Global como territério de extracdo, experimentacao e exploragao.

3.4 Colonialidade Algoritmica e Impactos no Sul Global

A disputa geopolitica pela inteligéncia artificial (IA) ndo é apenas um embate
entre dois modelos hegemdnicos — o capitalismo de vigilancia estadunidense e a IA
estatal chinesa —, mas sobretudo uma operacdo de colonialidade epistémica, cognitiva
e tecnologica que impacta diretamente os territorios, populagdes e epistemologias do
Sul Global. Trata-se da atualizacdo do que Quijano (2000) define como colonialidade
do poder, ou seja, a persisténcia das hierarquias coloniais nas estruturas econémicas,
cognitivas e informacionais da modernidade.

Ricaurte (2022) argumenta que a colonialidade algoritmica é uma extensdo
desse paradigma, materializando-se na captura de dados, na dependéncia tecnologica
e na imposicao de epistemologias computacionais centradas no Norte Global. Na
pratica, o Sul Global ndo apenas fornece dados — transformados em commodities
pelas big techs —, mas também consome solucdes, modelos e infraestruturas sobre os
quais nao tem qualquer soberania, seja técnica, juridica ou epistémica.

Essa arquitetura de dependéncia é sustentada por uma falsa premissa de
neutralidade tecnoldégica. Como denuncia Morozov (2020), o tecno-mercantilismo
disfarca interesses imperiais sob o verniz da inovacao, da disrupcao e da conectividade.
Na realidade, big techs como Google, Amazon, Microsoft, Meta, Alibaba e Huawei ndo
sdo apenas empresas privadas: elas sdo extensdes dos interesses geopoliticos de seus
respectivos Estados, atuando como instrumentos de dominagdo informacional e
captura cognitiva. O imperialismo do século XX|I ndao se da apenas pela ocupagao
territorial, mas pela ocupacao dos fluxos, das infraestruturas e das subjetividades.

Essa dinamica se expressa de forma particularmente cruel na governanga dos
algoritmos e na chamada moderacdo de conteudo. Plataformas modulam o que é
visto, ouvido, lido e aprendido por bilhdes de pessoas. Contudo, essa modulagdo nao
é homogénea nem democratica; ela € orientada por critérios econémicos, geopoliticos
e culturais que, frequentemente, reforcam estereotipos, suprimem saberes contra-
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hegeménicos e operam uma verdadeira geopolitica da ignorancia® (Ricaurte, 2022). Tal
como apontam Moreton-Robinson (2015) e Silva (2022), essa operacao é racializada,
colonial e seletiva, afetando desproporcionalmente corpos, culturas e epistemologias
negras, indigenas, periféricas e do Sul Global.

O caso do TikTok é exemplar na explicitacdo desse projeto de engenharia
cultural global. Na China, sua versdo doméstica — Douyin® — prioriza conte(idos
educativos, cientificos, culturais e de desenvolvimento cognitivo para criancas e
adolescentes. Enquanto isso, no Ocidente e em paises do Sul Global, o algoritmo do
TikTok privilegia contetdos de humor raso, challenges vazios, consumo desenfreado e
banalizacdo da vida. Trata-se de uma estratégia sofisticada de domesticacao
algoritmica, que produz sujeitos doceis, despolitizados e alienados nas periferias do
sistema-mundo, enquanto fortalece um ethos de desenvolvimento cognitivo, disciplina
e fortalecimento nacional dentro da China (Haidt, 2025)

Essa assimetria ndo é acidental. Ela responde a uma logica de governanca
algoritmica que combina interesses comerciais com estratégias de poder geopolitico.
Plataformas ndo sdo mais — se € que algum dia foram — meros espacos de interagao,
mas sim regimes de soberania epistémica, controlando o que pode ser visto, dito,
sabido e imaginado (Gillespi, 2018; Klonick, 2018).

Filosoficamente, esse cenario coloca em xeque os fundamentos modernos da
soberania, da autonomia e da liberdade. O que emerge é uma soberania algoritmica
planetaria, na qual empresas transnacionais e seus Estados-matrizes controlam
infraestruturas cognitivas, epistemologicas e sensiveis (Bratton, 2016). A colonialidade
deixa de ser apenas um problema das fronteiras geograficas e passa a ser, antes de
tudo, uma operacao sobre os fluxos — de dados, de conhecimento, de afetos e de
subjetividades.

Contudo, esse processo ndo se da sem resisténcia. Como apontam Ricaurte
(2022) e Moreton-Robinson (2015), epistemologias feministas, indigenas, negras e
anticoloniais emergem como praticas insurgentes que desafiam a colonialidade digital.
Redes de soberania tecnoldgica, movimentos de software livre, internet comunitaria,
coalizdes de dados decoloniais e projetos de |A ética e situada se proliferam, ainda que
de forma marginalizada, desfinanciada e frequentemente censurada.

O que esta em jogo, portanto, ndo é apenas quem controla a IA, mas quem
controla o futuro da humanidade. A colonialidade algoritmica ndo é uma externalidade
indesejada do capitalismo digital — ela é seu préprio modus operandi. E, enquanto
ndo forem disputadas as infraestruturas, os regimes algoritmicos e os sistemas
epistémicos, o Sul Global continuara sendo nao apenas consumidor e fornecedor de

8 O conceito de geopolitica da ignorancia se refere as préaticas sistematicas de invisibilizagao, supressao
e marginalizacdo de saberes, culturas e epistemologias periféricas, operadas por arquiteturas
algoritmicas.

° Douyin é a versdo chinesa do TikTok, com rigidos controles de contetdo, promovendo videos
educacionais e culturais, enquanto o TikTok, para mercados internacionais, prioriza conteidos de
entretenimento e viralizacao.
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dados, mas também territério de experimentacdo, vigilancia, exploracdo e
apagamento.

Além da exploragdo econdmica e epistémica, as plataformas digitais operam
como regimes de mediacdao simbdlica que estruturam o que pode ser visto, dito e
reconhecido como legitimo. Como observa Gillespie (2018), as plataformas funcionam
como "curadoras invisiveis", que moldam silenciosamente as condigdes de circulagdo
da fala e da escuta publica. Klonick (2018) reforca que essas empresas exercem um
poder normativo ao decidir, por meio de algoritmos e termos de uso, o que é permitido
ou proibido na esfera digital. Tais operacdes, longe de neutras, participam da disputa
por regimes de visibilidade e reconhecimento social, sendo centrais para a
colonialidade algoritmica comunicacional que atinge especialmente epistemologias
racializadas, periféricas e contra-hegemonicas.

3.5 Producao Algoritmica de Subjetividades

A inteligéncia artificial, além de infraestrutura técnica e instrumento geopolitico,
atua como matriz produtora de subjetividades. Essa producao ndo se da apenas por
meio da vigilancia ou da extracdo de dados, mas pela constituicio de formas
especificas de ver, agir, sentir e existir no mundo digital. Conforme Foucault (1979), os
dispositivos de poder nao apenas disciplinam corpos, mas moldam condutas e
subjetividades por meio de normas, classificacdes e praticas discursivas. Na era
algoritmica, essa normatizacdo opera de modo automatizado, continuo e opaco.
Rouvroy (2016) descreve esse fendmeno como uma governamentalidade sem rosto,
orientada por dados, na qual decisbes sao tomadas sem que saibamos que fomos
objeto delas. Trata-se de um regime de poder que antecipa condutas e performa os
individuos como perfis probabilisticos, sem interpela-los diretamente como sujeitos.
Trata-se de uma forma de governo sem rosto, que antecipa condutas e performa os
individuos como dados a serem processados. Benjamin (2019) acrescenta que essas
arquiteturas ndo sdo neutras: elas carregam os tragos histéricos da racializacdo, da
marginalizacédo e da colonialidade, reproduzindo hierarquias por meio de decisdes
automatizadas sobre crédito, policiamento, acesso a recursos ou visibilidade social. A
subjetividade, nesse contexto, € produzida como efeito de classificacdes
probabilisticas, que ndo apenas descrevem o sujeito, mas o constituem
performativamente como perfil, risco ou desvio.

A subjetividade na era da IA ndo é apenas capturada, mas moldada por regimes
de visibilidade que delimitam o que pode ser dito, mostrado e reconhecido como
legitimo na esfera publica digital. Plataformas como YouTube, Instagram, TikTok e
Facebook ndo operam apenas como repositérios de conteddo, mas como dispositivos
reguladores do discurso, da atengdo e da afetividade (Gillespi, 2018; Klonick, 2018).
Essas arquiteturas algoritmicas definem os contornos da fala permitida, da imagem
promovida e do corpo visivel, instituindo uma soberania epistémica que decide o que
é real, aceitavel e viralizavel. Em termos foucaultianos, trata-se de uma economia
politica do olhar, da escuta e da enunciacdo. Butler (1997) ja alertava que o
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reconhecimento social é performativo: € o ato de fala que confere existéncia ao sujeito,
mas também o submete a normas de inteligibilidade. Para a autora, o sujeito emerge
apenas dentro de discursos preexistentes, sendo constituido por normas que definem
quem pode ou nao ser reconhecido como tal. No ambiente digital, essa
performatividade é mediada por algoritmos, que distribuem autoridade simbodlica
segundo logicas opacas e hierarquizadas. Assim, a subjetividade se torna uma fungao
algoritmica, calibrada pela l6gica da performance, da métrica e do engajamento. Como
observa Han (2017), o sujeito contemporaneo é cada vez mais “psicopolitico”
governado por uma légica de autoexploragdo e positividade, que o leva a internalizar
o imperativo da visibilidade e da produtividade como formas de existéncia e valor.

No entanto, essa producao algoritmica de subjetividades nao ocorre de forma
unidirecional ou sem resisténcia. Ao lado da captura e da modulacao, emergem
praticas insurgentes de subjetivacdo que tensionam a hegemonia técnica e epistémica
dos algoritmos. Benjamin (2019) sustenta que € preciso desautomatizar as tecnologias,
Ou seja, interrogar suas premissas raciais, coloniais e normativas, para abrir espaco a
imaginacao politica e a justica social. Praticas de reapropriagdo tecnopolitica, como
algoritmos comunitarios, redes de internet autdbnomas, modelos de IA treinados com
dados localizados e iniciativas de escuta sensivel, constituem contra-regimes de
subjetivacdo que desafiam a ontologia dominante dos dados. Ricaurte (2022) identifica
nessas praticas a emergéncia de epistemologias decoloniais, afetivas e pluriversas, que
reposicionam o sujeito ndao como perfil preditivo, mas como agente de saber e
resisténcia. Moreton-Robinson (2015) acrescenta que subjetividades indigenas e
feministas operam a partir de regimes ontologicos distintos, nos quais a
interdependéncia, a ancestralidade e a oralidade rompem com a légica binaria,
classificatoria e hierarquizante da I|A dominante. Nesse sentido, a disputa
contemporanea pela 1A ndo se limita a producdo de tecnologias mais éticas ou
transparentes, mas implica a reinvenc¢ao dos proprios modos de ser, sentir e existir em
um mundo cada vez mais mediado por infraestruturas algoritmicas.

4 SINTESE ANALITICA

O avanco da inteligéncia artificial, longe de ser uma mera revolucao tecnoldgica,
representa uma reconfiguracao estrutural das infraestruturas de poder, soberania,
subjetividade e produc¢do de conhecimento no século XXI. O que se observa, a partir
da analise dos modelos em disputa, € que a IA se consolida como uma arquitetura
planetaria profundamente material, ancorada em infraestruturas estratégicas — cabos,
satélites, chips, data centers — que sdo, simultaneamente, territorios de disputa
econOmica, politica e epistémica.

A guerra tecnologica entre Estados Unidos e China, evidenciada na corrida por
semicondutores, no bloqueio de cadeias produtivas, na diplomacia dos dados e na
vigilancia dos fluxos informacionais, nao é apenas uma tensao geopolitica. Trata-se de
uma guerra ontoldgica, informacional e civilizatéria, onde se define quem tera o
controle sobre os regimes de circulagao de sentido, de visibilidade e de invisibilidade
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no mundo digitalizado. Essa disputa ndo envolve apenas qual IA dominara o mercado,
mas quais epistemologias serao validadas, quais saberes serdao marginalizados e,
sobretudo, quais futuros serao possiveis.

Se por um lado os Estados Unidos consolidam um modelo de IA corporativa,
financeirizada e orientada pelo capitalismo de vigilancia (Zuboff, 2019; Sadowski,
2020), a China implementa um modelo estatal, centralizado, profundamente integrado
a soberania digital e a vigilancia populacional (Wang, 2023). Embora distintos em suas
formas, ambos compartilham uma matriz colonial, extrativista e opressora, que opera
tanto na captura dos dados quanto na imposi¢ao de epistemologias hegemonicas.

O Sul Global, nesse tabuleiro, ocupa uma posicao estrutural de subalternidade.
Simultaneamente fornecedor de matéria-prima informacional, consumidor de solu¢des
tecnoldgicas e territdrio de experimentacao algoritmica, os paises do Sul permanecem
excluidos dos foruns de definicdo ética, normativa e técnica sobre os rumos da IA. A
colonialidade do poder (Quijano, 2000) se atualiza na colonialidade dos dados
(Ricaurte, 2022), impondo dependéncia tecnoldgica, apagamento epistémico e
vulnerabilidades econémicas, cognitivas e culturais.

O caso do TikTok exempilifica, de forma quase didatica, como os algoritmos sao
projetados como dispositivos de engenharia social e cognitiva. Na China, sua versao
domeéstica (Douyin) promove conteddos educativos, cientificos e de desenvolvimento
cognitivo para jovens, enquanto no Ocidente e no Sul Global, os algoritmos priorizam
entretenimento futil, consumo desenfreado e desinformacao. Essa assimetria ndo é um
erro do sistema, mas uma expressao sofisticada da logica colonial algoritmica, que
fabrica ignorancia programada e despotencializagdo critica (Moreton-Robinson, 2015;
Silva, 2022).

Os riscos, portanto, sdo multiplos e interconectados. A 1A ndo apenas intensifica
as assimetrias econdmicas e epistémicas, como também agrava as crises ecoldgicas
(pela exploracao de minerais estratégicos), cognitivas (pela colonizagdo dos fluxos de
informacdo) e democraticas (pela captura da esfera publica por regimes algoritmicos
opacos e transnacionais). A disputa entre modelos de IA — estatal, corporativo ou
hibrido — redefine os proprios conceitos de soberania, liberdade, privacidade e
cidadania na era digital.

Porém, essa ndao é uma paisagem inteiramente distopica. Contra essa
arquitetura de dominagdo, emergem epistemologias insurgentes, redes de soberania
tecnoldgica, movimentos feministas, indigenas e antirracistas que constroem praticas
de resisténcia, producao de tecnologias comunitarias, IA decolonial e contra-modelos
de governanca digital. Embora muitas vezes invisibilizadas ou marginalizadas, essas
praticas apontam para a possibilidade de reconfigurar os futuros informacionais a
partir de epistemologias plurais, éticas e localizadas.

Ao lado das disputas infraestruturais, epistémicas e regulatorias que atravessam
a inteligéncia artificial, torna-se evidente que a disputa por hegemonia tecnolégica é,
também, uma disputa pela producao de subjetividades. Os regimes algoritmicos
operam como dispositivos de poder simbolico que moldam afetos, condutas e formas
de existéncia, ao mesmo tempo em que modulam o que pode ser visto, dito e
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reconhecido no espaco publico digital. Plataformas digitais e modelos de IA participam
ativamente da normatizacao de condutas e da exclusao de subjetividades dissidentes,
racializadas ou periféricas, reforcando hierarquias histéricas sob novos formatos. No
entanto, proliferam também praticas insurgentes, epistemologias decoloniais e contra-
subjetivagdes que resistem a captura algoritmica, abrindo caminhos para a criagdo de
outros futuros informacionais. Assim, o debate sobre a |IA exige ndo apenas o
enfrentamento técnico ou normativo, mas uma analise ontopolitica das subjetividades
que ela produz e silencia.

O que esta em jogo, portanto, ndo é apenas a regulacdo da IA, mas a disputa
pelos regimes de producao de sentido, pelas condi¢des de visibilidade e pelo direito a
existéncia discursiva no espaco publico digital. A IA consolida-se como um regime
comunicacional hegemodnico, que redefine as condi¢des de producao discursiva. Como
alerta Gillespie (2018), as plataformas nao sdo espacos neutros, mas arbitros do dizivel.
Seu poder simbdlico — expresso em moderacao de conteldo, viralizacao seletiva e
invisibilizacdo de epistemologias periféricas — exige contra-regula¢des ancoradas na
comunicacao como direito (Ricaurte, 2022). O Sul Global, mais que vitima passiva, pode
insurgir-se como espaco de reinvengao das tecnologias do discurso. Assim, decidir
quem controla os algoritmos e os fluxos informacionais &, na pratica, decidir quem
pode ser ouvido, compreendido e validado enquanto sujeito no mundo digitalizado.
Trata-se de uma disputa epistémica, civilizatoria e comunicacional sobre os futuros
possiveis da linguagem, da memoria e da justica informacional.

5 CONCLUSAO

Este estudo evidenciou como a inteligéncia artificial (IA) transcende sua
dimensdo técnica para se tornar um eixo central das disputas geopoliticas
contemporaneas, reconfigurando soberanias, economias e epistemologias. A analise
critica dos modelos estadunidense e chinés revelou que, apesar de suas diferengas
institucionais, ambos perpetuam légicas de colonialidade digital, subalternizando o Sul
Global como zona de extracdo de dados e experimentagdo algoritmica.

Além dos impactos materiais e normativos, o artigo demonstrou que a IA atua
também como dispositivo de producao de subjetividades, moldando condutas, afetos
e formas de existéncia por meio de classificacdes preditivas, regimes de visibilidade e
arquiteturas algoritmicas de governo da fala e do comportamento. Esse processo
reforca a urgéncia de abordagens comunicacionais que considerem os modos como o
poder algoritmico estrutura o que pode ser dito, visto e vivido nas plataformas digitais.

Contudo, a pesquisa apresenta limitagdes: (a) a abordagem tedérico-documental,
ainda que abrangente, ndo captura empiricamente os impactos locais da |IA em paises
periféricos; (b) a dinamica acelerada da guerra tecnoldgica exige atualizacbes
constantes sobre novos marcos regulatérios e rupturas tecnoldgicas; e (c) a analise
priorizou atores hegemoénicos (EUA e China), deixando margem para explorar
resisténcias locais e alternativas decoloniais em profundidade.
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Sugestoes para futuras pesquisas:

e Estudos empiricos sobre os efeitos da IA em territorios especificos do Sul Global
(ex.. América Latina, Africa), investigando como comunidades locais negociam,
resistem ou se apropriam dessas tecnologias.

e Analises comparativas de regulacdes emergentes (ex.: legislacbes brasileiras ou
africanas sobre IA) e seu potencial para contra-arquiteturas de soberania digital.

e Investigacao de epistemologias insurgentes, como projetos de |IA comunitaria,
algoritmos indigenas ou redes de dados cooperativos, que desafiam os
paradigmas hegemonicos.

e Monitoramento continuo dos desdobramentos da guerra fria tecnoldgica,
especialmente em temas como semicondutores, IA generativa e disputas em
foruns multilaterais (ex.: ONU, UNESCO).
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